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Abstract. We consider a multidimensional diffusion $X$ with drift coefficient $b(X_t, \alpha)$ and diffusion coefficient $\varepsilon \sigma(X_t, \beta)$ where $\alpha$ and $\beta$ are two unknown parameters, while $\varepsilon$ is known. For a high-frequency sample of observations of the diffusion at the time points $k/n$, $k = 1, \ldots, n$, we propose a class of contrast functions and thus obtain estimators of $(\alpha, \beta)$. The estimators are shown to be consistent and asymptotically normal when $n \to \infty$ and $\varepsilon \to 0$ in such a way that $\varepsilon^{-1} n^{-\rho}$ remains bounded for some $\rho > 0$. The main focus is on the construction of explicit contrast functions, but it is noted that the theory covers quadratic martingale estimating functions as a special case. In a simulation study we consider the finite sample behaviour and the applicability to a financial model of an estimator obtained from a simple explicit contrast function.

1. Introduction

In this paper we consider a family of $d$-dimensional processes defined as the solution of

\begin{equation}
\begin{aligned}
dX_t &= b(X_t, \alpha)dt + \varepsilon \sigma(X_t, \beta)dW_t, \quad t \in [0, 1], \\
X_0 &= x_0,
\end{aligned}
\end{equation}

where $(\alpha, \beta) \in \Theta_\alpha \times \Theta_\beta$ with $\Theta_\alpha$ and $\Theta_\beta$ being two open convex bounded subsets of respectively $\mathbb{R}^p$ and $\mathbb{R}^q$. The process $(W_t)$ is an $r$-dimensional Wiener process; the function $b$ is $\mathbb{R}^d$-valued and defined on $\mathbb{R}^d \times \Theta_\alpha$; the function $\sigma$ is defined on $\mathbb{R}^d \times \Theta_\beta$.
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and takes values on the space of matrices $\mathbb{R}^d \otimes \mathbb{R}^r$; the initial value of the diffusion, $x_0 \in \mathbb{R}^d$, and $\varepsilon > 0$ are known. The only unknown quantity in (1) is the parameter $\theta = (\alpha, \beta)$. We denote the true value of the parameter by $\theta_0 = (\alpha_0, \beta_0)$ and assume that $\theta_0 \in \Theta = \Theta_\alpha \times \Theta_\beta$.

The small diffusion asymptotic $\varepsilon \to 0$ has been widely studied and has proved fruitful in applied problems. For illustrations of applications to contingent claim pricing, see Uchida & Yoshida (2004b) and references therein; for filtering problems, see e.g. Picard (1986, 1991). Several papers have been devoted to small diffusion asymptotics for parameter estimators in diffusion models. If the diffusion $X$ is continuously observed on some finite interval, then the problem of estimation of the parameter $\alpha$ was treated by Kutoyants (1994), while semi-parametric problems were studied later (Kutoyants 1998; Iacus & Kutoyants 2001). Information criteria were studied by Uchida & Yoshida (2004a).

For a discretely observed process $(X_{t_k})_{k=0,\ldots,n}$, Sørensen (2000) showed that by using martingale estimating functions parameters in the drift and diffusion coefficient may be estimated at rate the $\varepsilon^{-1}$ as $\varepsilon \to 0$ even when the number of observations is fixed. For high-frequency data, where the process is observed at times $t_k = k/n$ with $n \to \infty$ and $\varepsilon = O(n^{-1/2})$, Genon–Catalot (1990) obtained an estimator of a drift coefficient parameter that is asymptotically equivalent to the maximum likelihood estimator based of the continuous time observation $(X_t)_{t \in [0,1]}$ and thus is efficient. Uchida (2004) considered a similar situation and obtained an efficient estimator from an approximate martingale estimating function. In Sørensen & Uchida (2003) estimation of both drift and diffusion coefficients parameters from the discrete time sampling $(X_{t_k})_{k=0,\ldots,n}$ was treated. They obtained estimators that in a high-frequency and small-diffusion asymptotics are consistent, asymptotically Gaussian, and efficient for the estimation of the drift component parameter. However, they needed the restrictive condition that $\lim(\varepsilon \sqrt{n})^{-1} = M < \infty$.

In this paper, we extend the result of Sørensen & Uchida (2003) by proposing estimators for which the weaker condition that $\lim(\varepsilon n^\rho)^{-1} < \infty$ for some $\rho > 0$ is sufficient. More precisely we obtain the following result. Let $X^0$ be the solution of
the underlying deterministic system under the true value of the drift parameter:
\[ dX^0_t = b(X^0_t, \alpha_0) dt, \quad X^0_0 = x_0, \]
and introduce the matrix:
\[
I(\theta_0) = \begin{pmatrix}
I^{i,j}_b(\theta_0) & 0 \\
0 & I^{i,j}_\sigma(\theta_0)
\end{pmatrix},
\]
with
\[
I^{i,j}_b(\theta_0) = \int_0^1 \left( \frac{\partial}{\partial \alpha_i} b(X^0_s, \alpha_0) \right) \left[ \sigma \sigma^* \right]^{-1} (X^0_s, \beta_0) \left( \frac{\partial}{\partial \alpha_j} b(X^0_s, \alpha_0) \right) ds,
\]
\[
I^{i,j}_\sigma(\theta_0) = \frac{1}{2} \int_0^1 \text{tr} \left[ \left( \frac{\partial}{\partial \beta_i} [\sigma \sigma^*] \right) [\sigma \sigma^*]^{-1} \left( \frac{\partial}{\partial \beta_j} [\sigma \sigma^*] \right) [\sigma \sigma^*]^{-1} (X^0_s, \beta_0) \right] ds.
\]
By \( M^* \) we denote the transpose of a matrix \( M \). We will present an estimator \((\hat{\alpha}_{\epsilon,n}, \hat{\beta}_{\epsilon,n})\) obtained by minimizing an explicit contrast function based on the observations \((X_{t_k})_{k=0,\ldots,n}\) (with \( t_k = k/n \)) for which
\[
\begin{pmatrix}
\epsilon^{-1}(\hat{\alpha}_{\epsilon,n} - \alpha_0) \\
\sqrt{n}(\hat{\beta}_{\epsilon,n} - \beta_0)
\end{pmatrix} \rightarrow \mathcal{N}(0, I(\theta_0)^{-1}).
\]
The estimator of the drift parameter is efficient. The asymptotic variance of the diffusion parameter equals that of the estimator in Sørensen & Uchida (2003).

The structure of the paper is as follow. In Section 2 we present the construction of the contrast based estimator. Then we state the main result precisely and show that martingale estimating functions appear as a special case of this work. Let us emphasize that the conditions needed on the diffusion \( X \) are less restrictive than those needed in Sørensen & Uchida (2003). In particular, the coefficient \( \sigma \) need not be a Lipschitz function. As an example, we consider in detail the case of a two factor model with Cox–Ingersoll–Ross component and explore the applicability of the estimator to financial data in a simulation study in Section 3. The Section 4 is devoted to the proofs of the results.
2. Main results

We start this section by presenting the necessary conditions and the construction of the estimator.

2.1. Basic assumptions. Let us first introduce the following set of assumptions.

[A1] For all \( \varepsilon > 0 \), the equation (1), with the true value of the parameter, admits a unique strong solution \( X = X^{\varepsilon} \) on some probability space \( (\Omega, \mathcal{A}, \mathbb{P}) \).

[A2] The function \( b \) is smooth and Lipschitz on \( \mathbb{R}^d \times \Theta \) (by smooth we mean that \( b \) is the restriction of some \( C^\infty \) function defined on a larger open set).

[A3] \( \sigma \) is continuous, and there exists some open convex subset \( U \) of \( \mathbb{R}^d \) such that \( X^0_t \in U \) for all \( t \in [0, 1] \), and \( \sigma \) is smooth on \( U \times \Theta \). Moreover \( \sigma \sigma^*(x, \beta) \) is invertible on \( U \times \Theta \).

[A4] If \( \alpha \neq \alpha_0 \) then the two functions \( t \mapsto b(X^0_t, \alpha_0) \) and \( t \mapsto b(X^0_t, \alpha) \) are not equal.

If \( \beta \neq \beta_0 \) then the two functions \( t \mapsto \sigma \sigma^*(X^0_t, \beta_0) \) and \( t \mapsto \sigma \sigma^*(X^0_t, \beta) \) are not equal.

[B] \( \varepsilon = \varepsilon_n \to 0 \) and there exists a \( \rho > 0 \) such that \( \lim_{n \to \infty} (\varepsilon_n n^\rho)^{-1} < \infty \).

In Section 1 we introduced \( (X^0_t) \), the solution of the ordinary differential equation corresponding to \( \varepsilon = 0 \). Now more generally let us consider the flow \( (\xi_t(x, \alpha))_t \) defined by

\[
\frac{\partial}{\partial t}\xi_t(x, \alpha) = b(\xi_t(x, \alpha), \alpha), \quad \xi_0(x, \alpha) = x.
\]

The condition [A2] ensures that the flow \( (\xi_t(x, \alpha))_t \) exists and is smooth; [A3] means that the coefficients are smooth on a convex neighborhood of the deterministic limiting path, \( (X^0_t) \).

2.2. The estimator and its properties. In the following the function

\[
\tilde{\delta}_n(x, \alpha) = \xi_{1/n}(x, \alpha) - x
\]

plays a crucial role. The quantity \( \tilde{\delta}_n(X_{t_{k-1}}, \alpha_0) \) is an approximation of \( X_{t_k} - X_{t_{k-1}} \) as \( \varepsilon \to 0 \) and \( n \to \infty \) (recall that \( t_k = k/n \)). Basic properties of \( \tilde{\delta}_n(x, \alpha) \) are given in Section 4.3. We introduce a contrast function approximating the law of the
observations in a way analogous to the approach in Kessler (1997) or Sørensen & Uchida (2003):

\[
\tilde{U}_{\varepsilon,n}(\theta) = \left( \sum_{k=1}^{n} \left\{ \log \det \Xi_{k-1}(\beta) + \varepsilon^{-2} n \tilde{P}_k^*(\alpha) \Xi_{k-1}(\beta)^{-1} \tilde{P}_k(\alpha) \right\} \right) \| \{Z > 0\},
\]

where

\[
\tilde{P}_k(\alpha) = X_{t_k} - X_{t_{k-1}} - \tilde{\delta}_n(X_{t_{k-1}}, \alpha),
\]

and the random variable \( Z = \inf_{k=0, \ldots, n-1; \beta \in \Theta} \det \Xi_k(\beta) \) is introduced to insure that \( \tilde{U}_{\varepsilon,n} \) is well defined.

This contrast function is only explicit (due to \( \tilde{\delta}_n \)) if the flow (3) admits an explicit expression, which is not generally the case. However, useful explicit approximations are often available (see Section 2.3 for details). Therefore we denote by \( \delta_n(x, \alpha) \) an approximation of the quantity \( \tilde{\delta}_n(x, \alpha) \) and make the following assumptions on the quality of this approximation.

[C1] The function \( \delta_n \) is smooth on \( \mathbb{R}^d \times \Theta_\alpha \), and for any compact subset \( K \) of \( \mathbb{R}^d \), there exists \( c(K) \) such that

\[
\sup_{x \in K, \alpha \in \Theta_\alpha} \left| \delta_n(x, \alpha) - \tilde{\delta}_n(x, \alpha) \right| \leq c(K) \varepsilon n^{-3/2}.
\]

Similar bounds hold for the first two derivatives of \( \delta_n \) and \( \tilde{\delta}_n \) with respect to the parameter \( \alpha \).

[C2] The functions \( n \delta_n \) are Lipschitz in the variable \( \alpha \), with a constant independent of \( n \), on any compact subset of \( \mathbb{R}^d \times \Theta_\alpha \). The same holds for derivatives of any order with respect to \( \alpha \).

By Proposition 2 in Section 4.3, the choice \( \delta_n = \tilde{\delta}_n \) satisfies these conditions under [A2] (of course, only [C2] needs verification in this case).

We can define a more general contrast function using the approximation \( \delta_n \) instead of \( \tilde{\delta}_n \):

\[
U_{\varepsilon,n}(\theta) = \left( \sum_{k=1}^{n} \left\{ \log \det \Xi_{k-1}(\beta) + \varepsilon^{-2} n \tilde{P}_k^*(\alpha) \Xi_{k-1}(\beta)^{-1} \tilde{P}_k(\alpha) \right\} \right) \| \{Z > 0\},
\]
where now

\begin{equation}
    P_k(\alpha) = X_{t_k} - X_{t_{k-1}} - \delta_n(X_{t_{k-1}}, \alpha).
\end{equation}

Let \( \hat{\theta}_{\varepsilon,n} = (\hat{\alpha}_{\varepsilon,n}, \hat{\beta}_{\varepsilon,n}) \) be a minimum contrast estimator; i.e. a family of random variables satisfying

\begin{equation}
    \hat{\theta}_{\varepsilon,n} = \arg\min_{\theta \in \Theta} U_{\varepsilon,n}(\theta).
\end{equation}

The main result of the paper is the following.

**Theorem 1.** Assume \([A1]–[A4], [B], [C1]–[C2]\) and that \( \theta_0 \in \Theta \) with the matrix \( I(\theta_0) \) (given in (2)) being positive definite. Then

\[ \hat{\theta}_{\varepsilon,n} \to \theta_0 \]

in \( \mathbb{P} \)-probability as \( \varepsilon \to 0 \) and \( n \to \infty \). Further, we have the convergence

\[
    \left( \varepsilon^{-1}(\hat{\alpha}_{\varepsilon,n} - \alpha_0) \right) \rightarrow \mathcal{N}(0, I(\theta_0)^{-1})
\]

in distribution under \( \mathbb{P} \) as \( \varepsilon \to 0 \) and \( n \to \infty \).

Thus the estimator of the diffusion parameter, \( \hat{\alpha}_{\varepsilon,n} \), and the estimator of the diffusion parameter, \( \hat{\beta}_{\varepsilon,n} \), are asymptotically independent. The matrix \( I_\delta(\theta_0) \) is equal to the Fisher information matrix for estimation of \( \alpha_0 \) from the continuous time observation \( (X_t)_{t \in [0,1]} \); see Kutoyants (1994). Hence the estimator of the drift parameter \( \alpha \) is efficient. The asymptotic information matrix \( I_\sigma(\theta_0) \), is related to the expression for the Fisher information matrix for estimation of the diffusion parameter \( \beta \) from high frequency data with fixed \( \varepsilon \) found by Gobet (2002) in the same way that \( I_\delta(\theta_0) \) is related to Gobet’s expression for the Fisher information matrix for estimation of the drift parameter. This leads us to conjecture that our estimator for the diffusion parameter is efficient too.

The proof of Theorem 1 is given in Section 4.
2.3. A possible choice of $\delta_n$. As stated previously the choice $\delta_n(x, \alpha) = \tilde{\delta}_n(x, \alpha) = \xi_1/n(x, \alpha) - x$ is possible under [A2], but typically this choice does not provide an explicit contrast function. Hence it can be useful to let $\delta_n$ equal the following approximation of $\tilde{\delta}_n$. Define the operator $\mathcal{L}_\alpha^0(f)(x) = \sum_{i=1}^d b^i(x, \alpha) \frac{\partial}{\partial x^i} f(x)$ for any differentiable function $f$, and set for any integer $v \geq 1$

$$\delta_n^v = \sum_{u=1}^v (\mathcal{L}_\alpha^0)^{u-1} (b(x, \alpha))^u \frac{n^{-u}}{u!}.$$ 

For instance, we have the approximations $\delta_n^1(x, \alpha) = n^{-1}b(x, \alpha)$ and $\delta_n^2(x, \alpha) = n^{-1}b(x, \alpha) + (1/2)n^{-2} \sum_{i=1}^d b^i(x, \alpha) \frac{\partial}{\partial x^i} b(x, \alpha)$. The same approach was used by Uchida (2004) to approximate martingale estimating functions.

By the Assumption [A2] and (3), we easily prove that for any compact subset $K$ of $\mathbb{R}^d$:

$$\sup_{x \in K, \alpha \in \Theta} \left| \delta_n^v(x, \alpha) - \tilde{\delta}_n(x, \alpha) \right| \leq cn^{-(v+1)}.$$ 

Moreover both $\delta_n^v$ and $\tilde{\delta}_n$ are smooth (see Proposition 2 for details) and one may show that (10) hold too for any derivatives with respect to $\alpha$.

Hence by Assumption [B], $\delta_n^v$ satisfies [C1] provided that $v$ is large enough, or $\rho$ is small enough. Since [C2] is immediate, the choice $\delta_n = \delta_n^v$ is valid when $n^{-(v+1)} = O(\varepsilon n^{-3/2})$, i.e. if $(\varepsilon n^{v-1/2})^{-1}$ is bounded, or if $v - 1/2 \geq \rho$.

Remark 1. The choice $\delta_n(x, \alpha) = b(x, \alpha)n^{-1}$, which was considered in the paper by Sørensen & Uchida (2003), is sufficient by (10) when $(\varepsilon n^{1/2})^{-1}$ is bounded. Hence we find the set-up of Sørensen & Uchida (2003) as a particular case of the general framework considered here.

Remark 2. By inspecting the step 1 in the proof of consistency in Section 4.4.1 below, it can be seen that if the parameter $\beta_0$ is known and the contrast function (7) is used to estimate the parameter $\alpha$, then the condition [B] is not necessary for consistency and might be replaced by $\varepsilon = \varepsilon_n \xrightarrow{n \to \infty} 0$.

2.4. Martingale estimating functions. A useful tool for estimating parameters in diffusion models is provided by quadratic martingale estimating functions, see Bibby, Jacobsen & Sørensen (2004). These estimators work well for low frequency
data too. Here we briefly consider how our theory covers quadratic martingale estimating functions. Such an estimating function can be obtained by differentiation as the pseudo-score corresponding to a contrast function like (7), but with exact conditional moments instead of approximations. In particular, we must choose

$$P_k(\alpha) = X_{t_k} - m_n(X_{t_{k-1}}, \alpha)$$

where $$m_n(x, \alpha)$$ is the conditional expectation of $$X_{1/n}$$ given $$X_0 = x$$ (under the assumption that this conditional expectation depends only on $$\alpha$$). The corresponding choice $$\delta_n(x, \alpha) = m_n(x, \alpha) - x$$ is not always explicit, but it is interesting to note that this choice automatically satisfies the approximation condition [C1]. Indeed we have, by using (1) and then (3):

$$\delta_n(x, \alpha) = \mathbb{E}_\theta \left[ \int_0^{1/n} b(X_s, \alpha) ds \mid X_0 = x \right]$$

$$= \tilde{\delta}_n(x, \alpha) + \mathbb{E}_\theta \left[ \int_0^{1/n} \left\{ b(X_s, \alpha) - b(\xi_s(x, \alpha), \alpha) \right\} ds \mid X_0 = x \right],$$

and under smoothness conditions on $$b$$ and $$\sigma$$ we can prove (for details see condition [A3'] and Lemma 3 in Section 4):

$$\sup_{0 \leq s \leq 1/n} \mathbb{E}_\theta \left[ |X_s - \xi_s(x, \alpha)| \mid X_0 = x \right] \leq c \varepsilon n^{-1/2}(1 + |x|^c).$$

It follows that $$\delta_n - \tilde{\delta}_n$$ is of the order of magnitude required in [C1]. To see that the same order of approximation holds for the two first derivatives with respect to $$\alpha$$ is more delicate. Under smoothness assumptions on the coefficients, one can differentiate (11) with respect to $$\alpha$$ and then use that we have bounds analogous to (12) for $$\left| \frac{\partial}{\partial \alpha} X_s - \frac{\partial}{\partial \alpha} \xi_s(x, \alpha) \right|$$ with $$i = 1, 2$$. We omit the details here.

**Remark 3.** To obtain exactly a quadratic martingale estimating function, the contrast function must be defined by means of the exact second conditional moment $$v(x, \beta) = \text{cov}_\theta(X_{1/n} \mid X_0 = x)$$ instead of its short time approximation $$\varepsilon^2 n^{-1} [\sigma \sigma^*](x, \beta)$$ (assuming here that $$v$$ only depends on $$\beta$$). The modification of the contrast (7) obtained by replacing the approximation $$\Xi_{k-1}(\beta)$$ by the exact moment $$v(X_{t_{k-1}}, \beta)$$ is not considered here because it is not important for high frequency data; however one could prove directly that Theorem 1 holds too for the modified contrast.
3. An example: a two factor model

As illustration we consider a two factor model $X = (Y, R)$ given by:

$$
\begin{align*}
\text{(13)} & \quad \mathrm{d}Y_t = (R_t + \mu_1)\mathrm{d}t + \varepsilon\kappa_1\mathrm{d}W^1_t, \quad Y_0 = y_0 \in \mathbb{R}, \\
\text{(14)} & \quad \mathrm{d}R_t = \mu_2(m - R_t)\mathrm{d}t + \varepsilon\kappa_2\sqrt{R_t}(\rho\mathrm{d}W^1_t + (1 - \rho^2)^{1/2}\mathrm{d}W^2_t), \quad R_0 = r_0 > 0,
\end{align*}
$$

with parameter $\theta = (\mu_1, \mu_2, m, \kappa_1^2, \kappa_2^2, \rho) \in \mathbb{R} \times (0, \infty)^4 \times (-1, 1)$.

The second component represents the short term rate while $Y$ is the log price of some asset (see e.g. Longstaff & Schwartz 1995, Overhaus et al 2006). The parameter $\rho$ allows correlation between innovation terms of the two factors. This diffusion satisfies $[A1]$–$[A3]$, and $[A4]$ holds if $r_0 \neq m_0$. The bi-dimension equation (3) is linear and has the solution:

$$
\xi_t(y, r, \mu_1, \mu_2, m) = \left( y + \mu_1 t + y + r - m \mu_2 (1 - e^{-\mu_2 t}) \right),
$$

yielding to an explicit expression for the contrast function with the choice $\delta_n = \tilde{\delta}_n$.

The information matrix $I(\theta)$ is explicit too, and one can check that $I(\theta_0)$ is invertible if $r_0 \neq m_0$ with:

$$
I_b(\theta)^{-1} = (1 - \rho^2) \begin{bmatrix}
\frac{1}{\kappa_1^2} & 0 & 0 \\
0 & \frac{\kappa_2^2 - m\ln(q) + (m-r_0)(e^{-\mu_2 t}-1)}{\kappa_2^2} & \frac{-\mu + \ln(q)}{\kappa_2^2} \\
0 & \frac{-\mu + \ln(q)}{\kappa_2^2} & \frac{-\mu + \ln(q)}{\kappa_2^2}
\end{bmatrix}^{-1}
$$

where $q = r_0/[r_0 + m(e^{\mu_2 t} - 1)]$, and

$$
I_\sigma(\theta)^{-1} = \begin{bmatrix}
2\kappa_1^4 & 2\rho^2\kappa_1^2\kappa_2^2 & \rho(1 - \rho^2)\kappa_1^2 \\
2\rho^2\kappa_1^2\kappa_2^2 & 2\kappa_2^4 & \rho(1 - \rho^2)\kappa_2^2 \\
\rho(1 - \rho^2)\kappa_1^2 & \rho(1 - \rho^2)\kappa_2^2 & (1 - \rho^2)^2
\end{bmatrix}
$$

Let us remark that the asymptotic variance for the estimation of drift parameters decreases to zero as the correlation parameter $\rho^2$ increases to 1.

We explore the behaviour of the estimator for finite samples using Monte Carlo simulations. For each of the following situations and for each sample size a number of independent realizations of the process were simulated by means of the Euler scheme, and the estimators were calculated for each realization. Means and standard
deviations of the simulated estimator values are reported in the Tables 1, 2 and 3. The Tables 1 and 2 are based on 400 replications, while 1000 replications were used for Table 3.

First the parameters are set to $\mu_1 = \mu_2 = m = \kappa_1^2 = \kappa_2^2 = 1$, $\rho = 0.3$ and $(y_0, r_0) = (0, 1.5)$. In Table 1 with $\varepsilon = 0.01$ the estimator gives good results, and it is very noticeable that the estimation of the drift remains good even if $n$ is small. This is not surprising since for the model (14) our estimators for $\mu_2, m$ are the same one as considered in Sørensen (2000), and it is proved in this paper that for $n$ fixed and $\varepsilon \to 0$ these estimators are consistent and asymptotically normal. That the estimating function obtained from our contrast function is a martingale is due to the fact that when the drift is linear, the conditional expectation of $X_{t_k}$ given $X_{t_{k-1}}$ equals $\xi_{1/n}(X_{t_{k-1}}, \alpha)$. We made additional simulations that showed that, for the different choice $\delta_n(x, \alpha) = b(x, \alpha)n^{-1}$, the estimation is biased when $n$ is too small. In Table 2 we give results for $\varepsilon = 0.1$, and it clearly appears that the behaviour of the estimators worsen.

To investigate how the estimator could perform on real financial data, we set the parameters to $\mu_1 = 5.7$, $m = 2$, $\kappa_2^2 = 450$, $\varepsilon = 0.1$, $x_0 = 3$ and $n = 300$. This set of parameter values corresponds to the estimates obtained in Chan et al. (1992) for 300 monthly observations over 25 years, if $r(t)/25$ is the annualized short time interest rate. We set arbitrarily $\rho = 0$, $\kappa_1^2 = 25$ and $\mu_1 = -0.125$ so that the risk premium of the asset is null. The estimator of $\mu_2$ appears biased and $\mu_1$ is clearly too small to be sharply estimated, but the other parameters are well estimated (see Table 3).

4. Proof of the main result

The details of the proof of the main result are split into 4 subsections. First, we introduce a set of more restrictive assumptions under which the proof will be easier and show that it is enough to prove the result under these assumptions. Then we present some crucial lemmas on the random variables $P_k(\alpha_0)$ (section 4.2). Third, we study the asymptotic behaviour of the functions $\tilde{\delta}_n(x, \alpha)$, and finally we study the contrast function $U_{\varepsilon,n}$ and prove Theorem 1 in section 4.4.
4.1. A stronger set of assumptions. Before proving Theorem 1, let us introduce a set of more restrictive assumptions under which the proof will be easier.

[A3'] For all \((x, \beta) \in \mathbb{R}^d \times \Theta_\beta\), the matrix \(\sigma \sigma^*(x, \beta)\) is positive definite. Moreover, the functions \(\sigma\) and \([\sigma \sigma^*]^{-1}\) (respectively \(b\)) are bounded and smooth with bounded derivatives of any order on \(\mathbb{R}^p \times \Theta_\beta\) (respectively \(\mathbb{R}^p \times \Theta_\alpha\)).

[A5] \(\sup_{0 \leq t \leq 1} |X_t - X_0|\) tends to zero in \(\mathbb{P}\)-probability as \(\varepsilon \to 0\).

[C1'] The function \(\delta_n\) is smooth and there exists a constant \(c\), such that 
\[
\sup_{x \in \mathbb{R}^d, \alpha \in \Theta_\alpha} \left| \delta_n(x, \alpha) - \tilde{\delta}_n(x, \alpha) \right| \leq cn^{-3/2},
\]
and similar approximations hold for the first two derivatives of \(\delta_n\) and \(\tilde{\delta}_n\) with respect to the parameter \(\alpha\).

[C2'] The functions \(n\delta_n\) are bounded and Lipschitz in the variable \(\alpha\), on \(\mathbb{R}^d \times \Theta_\alpha\), with constants independent of \(n\). The same holds for derivatives of any order with respect to \(\alpha\).

By the following proposition, it is enough to prove Theorem 1 under [A1], [A2], [A3'], [A4], [A5], [B], [C1']–[C2'].

**Proposition 1.** To prove that the conclusions of Theorem 1 hold under [A1]–[A4], [B] and [C1]–[C2], it is enough to prove that they hold under the stronger conditions [A1], [A2], [A3'], [A4], [A5], [B], [C1']–[C2'].

**Proof.** Assume [A1]–[A4], [B] and [C1]–[C2]. By [A3] we can find two compact sets \(K, K'\) such that \(K' \subset \mathring{K} \subset K \subset U\) with \(X^0_t \in K'\), \(\forall t \in [0, 1]\). Now, by Lemma 6 below, smooth modifications, \(b'\) and \(\sigma'\), of \(b\) and \(\sigma\) exist such that:

1. \(\forall x \in K, \forall \alpha \in \Theta_\alpha, b'(x, \alpha) = b(x, \alpha)\) and \(b'\) has compact support
2. \(\forall x \in K, \forall \beta \in \Theta_\beta, \sigma'(x, \beta) = \sigma(x, \beta)\), \(\sigma'\) is constant except on some compact set, and \(\inf_{x \in \mathbb{R}^d, \beta \in \Theta_\beta} \det \sigma' \sigma'^*(x, \beta) > 0\).

Clearly these new coefficients satisfy the condition [A3']. Define \(X'^\varepsilon = X'\) as a solution of (1) with the coefficients \(\sigma\) and \(b\) replaced by \(\sigma'(\cdot, \beta_0)\) and \(b'(\cdot, \alpha_0)\). Then by the uniqueness of solutions of stochastic differential equations (see for instance Gihman & Skorohod (1972), p.44) we have, \(\mathbb{P}(X = X'; X'_t \in K', \forall t \in [0, 1]) = P(X'_t \in K', \forall t \in [0, 1])\). Using that by theorem 1.2 at p.45 of Freidlin
& Wentzell (1998), sup_{0 \leq s \leq 1} |X^\varepsilon_s - X^0_s| \xrightarrow{\varepsilon \to 0} 0, it follows that for any r > 0, P(\sup_{0 \leq s \leq 1} |X^\varepsilon_s - X^0_s| \geq r) \leq P(\sup_{0 \leq s \leq 1} |X^\varepsilon_s - X^0_s| \geq r) + P(\exists t \in [0,1], X^\varepsilon_t \notin K') converges to zero as \varepsilon \to 0. Hence condition [A5] holds for the diffusion \(X^\varepsilon\), and in turn we deduce that \(P(X = X'; X^\varepsilon_t \in K', \forall t \in [0,1])\) tends to one as \(\varepsilon \to 0\).

Consider now the flow defined by (3) with the coefficient \(b\) replaced by \(b'\), and the associated quantity defined by (4), which we denote by \(\tilde{\eta}_n(x, \alpha)\). It is easy to see that for \(n\) sufficiently large, \(\tilde{\eta}_n(x, \alpha) = \delta_n(x, \alpha)\) for all \(\alpha \in \mathcal{G}_n\) and all \(x\) in some compact set \(K''\) with \(K' \subset K'' \subset K\). Next, we modify the approximation \(\delta_n\) accordingly by defining \(\delta'_n(x, \alpha) = \delta_n(x, \alpha)\psi(x) + \tilde{\eta}_n(x, \alpha)(1 - \psi(x))\), where \(\psi\) is a non-negative smooth function that is equal to 1 on \(K'\) and vanishes outside \(K''\). Then for all \((x, \alpha) \in \mathbb{R}^d \times \mathcal{G}_n:\)

\[
\delta'_n(x, \alpha) - \delta_n(x, \alpha) = (\delta_n(x, \alpha) - \tilde{\eta}_n(x, \alpha))\psi(x) = (\delta_n(x, \alpha) - \delta_n(x, \alpha))\psi(x).
\]

Thus condition [C1] for \((\delta_n, \tilde{\eta}_n)\) implies [C1'] for \((\delta'_n, \tilde{\eta}_n)\) with \(c = c(K')\|\psi\|_\infty\). Moreover, \(n\delta'_n\) vanishes outside some compact set, so [C2'] follows from [C2].

By construction, we now have two statistical problems on the same probability space. The one indicated by a “prime” satisfies [A1], [A2], [A3'], [A4], [A5], [B], [C1']–[C2']. We assume that theorem 1 has been proved under these conditions, so the conclusions of theorem 1 hold for the “prime”-model. On the event \(\{X = X'; X^\varepsilon_t \in K', \forall t \in [0,1]\}\), the contrast functions of the two statistical problems coincide, and asymptotically this event has probability equal to one. Hence the conclusions of theorem 1 hold for the initial statistical problem too. \(\square\)

4.2. Preliminary lemmas. We introduce the \(\sigma\)-field \(\mathcal{G}_n = \sigma(W_s, s \leq t_n)\). Let us denote by \(R(a, x)\) any function defined on \(\mathbb{R}^d\) such that there exists \(c \geq 0\), with \(|R(a, x)| \leq ac(1 + |x|^c)\) for all \(x\). Moreover, denote by \(C^{\infty}_t(\mathbb{R}^d \times \mathcal{G}, \mathbb{R})\) the set of smooth functions \(f\) on \(\mathbb{R}^d \times \mathcal{G}\) for which the derivatives of any order have at most polynomial growth: \(\sup_{\theta \in \mathcal{G}} |\frac{\partial^r f}{\partial \theta^r}\frac{\partial^s f}{\partial x^s}(x, \theta)| \leq c(1 + |x|^c)\) while \(C^{\infty}_t(\mathbb{R}^d, \mathbb{R})\) denotes the subset of \(C^{\infty}_t(\mathbb{R}^d \times \mathcal{G}, \mathbb{R})\) consisting of the functions only dependent on \(x\).

Finally, we denote by \(\mathcal{L}\) the generator of the diffusion \(X\): if \(f\) is smooth,

\[
\mathcal{L}(f)(x) = \sum_{i=1}^d b'(x, \alpha_0) \frac{\partial}{\partial x_i} f(x) + 1/2\varepsilon^2 \sum_{i,j=1}^d [\sigma \sigma^*]^{ij}(x, \beta_0) \frac{\partial^2}{\partial x_i \partial x_j} f(x),
\]
and set
\[ L^0(f)(x) = \sum_{i=1}^{d} b_i(x, \alpha_0) \frac{\partial}{\partial x_i} f(x). \]

**Lemma 1.** Assume \([A1], [A2], [A3'], [B] and [C1']\), then

1. \[ \left| \mathbb{E} \left[ P_k^1(\alpha_0) \mid G^n_{k-1} \right] \right| = R(\varepsilon^2 n^{-1}, X_{t_{k-1}}) + R(\varepsilon n^{-3/2}, X_{t_{k-1}}). \]
2. \[ \mathbb{E} \left[ P_k^{i_1}(\alpha_0) P_k^{i_2}(\alpha_0) \mid G^n_{k-1} \right] = \frac{\varepsilon^2}{n} \Xi_{k-1}^{i_1, i_2}(\beta_0) + R(\varepsilon^2 n^{-2}, X_{t_{k-1}}). \]
3. \[ \left| \mathbb{E} \left[ P_k^{i_1}(\alpha_0) P_k^{i_2}(\alpha_0) P_k^{i_3}(\alpha_0) \mid G^n_{k-1} \right] \right| = R(\varepsilon^3 n^{-2}, X_{t_{k-1}}). \]
4. \[ \mathbb{E} \left[ \prod_{j=1}^{1} P_k^{i_1}(\alpha_0) \mid G^n_{k-1} \right] = \frac{\varepsilon^2}{n} \left\{ \Xi_{k-1}^{i_1, i_2, i_3} + \Xi_{k-1}^{i_1, i_2} \Xi_{k-1}^{i_3} + \Xi_{k-1}^{i_1, i_3} \Xi_{k-1}^{i_2} + \Xi_{k-1}^{i_2, i_3} \Xi_{k-1}^{i_1} + \Xi_{k-1}^{i_1} \Xi_{k-1}^{i_2} \Xi_{k-1}^{i_3} \right\} + R(\varepsilon^4 n^{-5/2}, X_{t_{k-1}}). \]
5. \[ \text{For all } M \geq 2, \quad \mathbb{E} \left[ \left| P_k^1(\alpha_0) \right|^M \mid G^n_{k-1} \right] = R(\varepsilon^M n^{-M/2}, X_{t_{k-1}}). \]

**Proof.** First, remark that we only need to establish these inequalities with \( \tilde{P}_k(\alpha_0) \) instead of \( P_k(\alpha_0) \). Indeed, we see that \( P_k(\alpha_0) - \tilde{P}_k(\alpha_0) = \delta_n(X_{t_{k-1}}, \alpha_0) - \tilde{\delta}_n(X_{t_{k-1}}, \alpha_0) \) is properly bounded by Assumption \([C1']\) to enable the substitutions in 1)–5).

Set \( \phi_k(y) = y - X_{t_{k-1}} - \tilde{\delta}_n(X_{t_{k-1}}, \alpha_0) \). Using the Markov property of \( X \) and applying iteratively the Ito formula, we have for any integer \( v \geq 1 \)

\[ \mathbb{E} \left[ \tilde{P}_k^1(\alpha_0) \mid G^n_{k-1} \right] = \mathbb{E} \left[ \phi_k^1(X_{t_{k-1}}) \mid X_{t_{k-1}} \right] = \sum_{u=0}^{v-1} \frac{(\varepsilon^u)}{u!} \left( \mathbb{E} \left[ \phi_k^1(X_{t_{k-1}}) \mid X_{t_{k-1}} \right] \right) \mathbb{E} \left[ \left( \mathbb{E} \left[ (\varepsilon^u)(\phi_k^1(X_{t_{k-1}}) \mid X_{t_{k-1}}) \right] \right) \mid X_{t_{k-1}} \right] ds_v \ldots ds_1. \]

Now by (4), \( 0 = \xi_{1/n}(X_{t_{k-1}}, \alpha_0) - X_{t_{k-1}} - \tilde{\delta}_n(X_{t_{k-1}}, \alpha_0) = \phi_k^1(\xi_{1/n}(X_{t_{k-1}}, \alpha_0)). \)

Hence, using a Taylor expansion, we obtain

\[ 0 = \sum_{u=0}^{v-1} \frac{(\varepsilon^u)}{u!} \phi_k^1(X_{t_{k-1}}) \mathbb{E} \left[ \phi_k^1(X_{t_{k-1}}) \mid X_{t_{k-1}} \right] \mathbb{E} \left[ \left( \mathbb{E} \left[ (\varepsilon^u)(\phi_k^1(X_{t_{k-1}}) \mid X_{t_{k-1}}) \right] \right) \mid X_{t_{k-1}} \right] ds_v \ldots ds_1. \]
Using that all derivatives of order $\geq 1$ of $\phi_k$ are bounded and assumption [A3'], we see that the multiple integrals in (15)--(16) are bounded by $cn^{-v}$. Hence, by (15)--(16):

$$E\left[\hat{P}_k^n(\alpha_0) \mid G^n_{k-1}\right] = \sum_{u=0}^{v-1}\{(L^\varepsilon - (L^0)^u \} (\phi_k^j)(X_{t_{k-1}}) \frac{n^{-u}}{u!} + R(n^{-v}, X_{t_{k-1}}).$$

Now, Lemma 2 below and an appropriate choice of $v$ (in view of [B]) give

$$E\left[\hat{P}_k^n(\alpha_0) \mid G^n_{k-1}\right] = R(\varepsilon^2n^{-1}, X_{t_{k-1}}) + R(n^{-v}, X_{t_{k-1}}) = R(\varepsilon^2n^{-1}, X_{t_{k-1}}).$$

To prove the second part of the theorem, we proceed analogously: now set $\phi_{k,i,j} = \{y^j - X_{t_{k-1}} - \delta_n(X_{t_{k-1}},\alpha_0)\} \{y^j - X_{t_{k-1}} - \delta_n(X_{t_{k-1}},\alpha_0)\}$. Then we have in analogy with (15):

$$E\left[\hat{P}_k^n(\alpha_0) \hat{P}_k^n(\alpha_0) \mid G^n_{k-1}\right] = E\left[\phi_{k,i,j}(X_{t_{k}}) \mid X_{t_{k-1}}\right] = \sum_{u=0}^{v-1} (L^\varepsilon) u (\phi_{k,i,j}(X_{t_{k-1}}) \frac{n^{-u}}{u!} + R(n^{-v}, X_{t_{k-1}}).$$

Using that $\phi_{k,i,j}(\xi_1/n(X_{t_{k-1}},\alpha_0)) = 0$, we obtain by subtracting a Taylor expansion similar to (16),

$$E\left[\hat{P}_k^n(\alpha_0) \hat{P}_k^n(\alpha_0) \mid G^n_{k-1}\right] = \{(L^\varepsilon - (L^0)\} (\phi_{k,i,j})(X_{t_{k-1}}) n^{-1} + \sum_{u=2}^{v-1} \{(L^\varepsilon - (L^0)^u \} (\phi_{k,i,j})(X_{t_{k-1}}) \frac{n^{-u}}{u!} + R(n^{-v}, X_{t_{k-1}}).$$

Now simple computations shows that $\{(L^\varepsilon - (L^0)\} (\phi_{k,i,j}) = \varepsilon^2[\sigma\sigma^t] i j$, and then follows by Lemma 2.

To prove 3)--5), we first show the following expansion

$$\tilde{P}_k(\alpha_0) = \varepsilon\sigma(X_{t_{k-1}},\beta_0)(W_{t_k} - W_{t_{k-1}}) + E_k$$

where the remainder term $E_k$ satisfies that for all $M \geq 2$, $E_k(\varepsilon, M) \leq c(M)\varepsilon^M n^{-M}$. By (1) and (5), we can write $\tilde{P}_k(\alpha_0) = \varepsilon\sigma(X_{t_{k-1}},\beta_0)(W_{t_k} - W_{t_{k-1}}) +$
$E_{k,1} + E_{k,2}$ with:

\[ E_{k,1} = \varepsilon \int_{t_{k-1}}^{t_k} \{ \sigma(X_s, \beta_0) - \sigma(X_{t_{k-1}}, \beta_0) \} \, dW_s, \]

\[ E_{k,2} = \tilde{\delta}_n(X_{t_{k-1}}, \alpha_0) - \int_{t_{k-1}}^{t_k} b(X_s, \alpha_0) \, ds. \]

Using the Burkholer–Davis–Gundy inequality and then Jensen’s inequality, we have

\[
\mathbb{E} \left[ |E_{k,1}|^M \mid \mathcal{G}_{k-1}^n \right] \\
\leq c(M) \varepsilon^M \mathbb{E} \left[ \int_{t_{k-1}}^{t_k} |\sigma(X_s, \beta_0) - \sigma(X_{t_{k-1}}, \beta_0)|^2 \, ds \right]^{\frac{M}{2}} \mathbb{E} \left[ |\mathcal{G}_{k-1}^n| \right] \\
\leq c(M) \varepsilon^M n^{-M/2+1} \int_{t_{k-1}}^{t_k} \mathbb{E} \left[ |\sigma(X_s, \beta_0) - \sigma(X_{t_{k-1}}, \beta_0)|^M \mid \mathcal{G}_{k-1}^n \right] \, ds
\]

Using the Ito formula and \([A3']\), we obtain

\[
\mathbb{E} \left[ |E_{k,1}|^M \mid \mathcal{G}_{k-1}^n \right] \leq c(M) \varepsilon^M n^{-M/2},
\]

and deduce that

\[
\mathbb{E} \left[ |E_{k,2}|^M \mid \mathcal{G}_{k-1}^n \right] \leq c(M) \varepsilon^M n^{-M}.
\]

To evaluate $E_{k,2}$, we remark that by (3)–(4), we can write

\[ E_{k,2} = \int_{0}^{1/n} b(\xi_s(X_{t_{k-1}}, \alpha_0), \alpha_0) \, ds - \int_{t_{k-1}}^{t_k} b(X_s, \alpha_0) \, ds. \]

Then, the function $b$ being Lipschitz, we deduce

\[
\mathbb{E} \left[ |E_{k,2}|^M \mid \mathcal{G}_{k-1}^n \right] \leq c n^{-M+1} \int_{0}^{1/n} \mathbb{E} \left[ |\xi_s(X_{t_{k-1}}, \alpha_0) - X_{t_{k-1}+s}|^M \mid \mathcal{G}_{k-1}^n \right] \, ds
\]

Direct application of Lemma 3 gives

\[
\mathbb{E} \left[ |E_{k,2}|^M \mid \mathcal{G}_{k-1}^n \right] \leq R(\varepsilon^M n^{-(3/2)M}, X_{t_{k-1}})
\]

and (17) follows.

Now, (3)–(4) are deduced from (17), using the expressions for the moments of order $\leq 4$ of Gaussian variables with covariance matrix given by (6), and by application of the Cauchy–Schwarz inequality to the remainder terms. Finally, 5) is immediate by (17).

Remark that point 5 in Lemma 1 still holds true without the condition \([B]\).
Lemma 2. Assume [A2], [A3’] and let \( f \in C_1^\infty(\mathbb{R}^d, \mathbb{R}) \). Then,

\[
\mathcal{L}^\varepsilon f - \mathcal{L}^0 f = 0 \quad \forall u \geq 1,
\]

\[
\exists c(u), \forall x, |(\mathcal{L}^\varepsilon)^u f(x) - (\mathcal{L}^0)^u f(x)| \leq \varepsilon^2 c(u)(1 + |x|^c(u))
\]

Proof. The first property is immediate since \((\mathcal{L}^\varepsilon)^0 = (\mathcal{L}^0)^0 = I_d\). The second one follows easily because, by induction on \( u \), that we have,

\[
\forall u \geq 1, \quad (\mathcal{L}^\varepsilon)^u f = (\mathcal{L}^0)^u f + \varepsilon^2 g_u
\]

where \( g_u \) is some element of \( C_1^\infty(\mathbb{R}^d, \mathbb{R}) \). \( \square \)

Lemma 3. Assume [A1], [A2], [A3’]. Then for all \( M \geq 1 \), for all \( k \in \{1, \ldots, n\} \) and \( t \in [0, 1] \),

\[
E \left[ |X_t - \xi_{t-t_{k-1}}(X_{t_{k-1}}, \alpha_0)|^M \mid \mathcal{G}_{k-1}^n \right] \leq R(\varepsilon^M |t - t_{k-1}|^{M/2}, X_{t_{k-1}}).
\]

Proof. The result is obtained in the proof of Theorem 1.2 p.45–47 of Freidlin & Wentzell (1998) for the case \( M = 2 \). The proof extends classically to any \( M \geq 1 \). \( \square \)

Lemma 4. Assume [A1], [A2], [A3’], [A5], [C1’] and let \( f_n, f \in C_1^\infty(\mathbb{R}^d \times \Theta, \mathbb{R}) \) such that the sequence \( f_n \) converges uniformly on any compact subset of \( \mathbb{R}^d \times \Theta \) to \( f \). Further, assume that the two following conditions hold for some constant \( c \):

\[
\forall \theta, n, x, |f_n(x, \theta)| \leq c(1 + |x|^c)
\]

\[
\forall \theta, \theta', n, x, |f_n(x, \theta) - f_n(x, \theta')| \leq |\theta - \theta'| c(1 + |x|^c).
\]

Then,

1) \( n^{-1} \sum_{k=1}^n f_n(X_{t_{k-1}}, \theta) \xrightarrow{n \to \infty, \varepsilon \to 0} \int_0^1 f(X_s^0, \theta) \) uniformly in \( \mathbb{P} \)-probability.

2) Under the additional condition [B], the following sequence is bounded in \( \mathbb{P} \)-probability

\[
\left( \sup_{\theta \in \Theta} \varepsilon^{-1} \sum_{k=1}^n f_n(X_{t_{k-1}}, \theta) P_k(\alpha_0) \right)_{n \geq 1}.
\]

Proof. 1) Using [A2] and [A5], \( X \) takes values on some compact set with any probability arbitrary closed to 1. Hence the uniform convergence property for \( f_n \) implies that \( \sup_{\theta \in \Theta} |n^{-1} \sum_{k=1}^n f_n(X_{t_{k-1}}, \theta) - n^{-1} \sum_{k=1}^n f(X_{t_{k-1}}, \theta)| \) converges to 0
in $\mathbb{P}$-probability. Then the convergence of $n^{-1}\sum_{k=1}^{n} f(X_{t_{k-1}}, \theta)$ is obtained as in Sørensen & Uchida (2003).

2) We set $C_{n}(\theta) = \varepsilon^{-1} \sum_{k=1}^{n} f_{n}(X_{t_{k-1}}, \theta) \mathbb{E}\left[ P_{k}(\alpha_{0}) \mid G_{k-1}^{n} \right]$ and $M_{n}(\theta) = \sum_{k=1}^{n} \varpi_{k,n}(\theta)$ with $\varpi_{k,n}(\theta) = \varepsilon^{-1} f_{n}(X_{t_{k-1}}, \theta) \left\{ P_{k}(\alpha_{0}) - \mathbb{E}\left[ P_{k}(\alpha_{0}) \mid G_{k-1}^{n} \right] \right\}$. First, using (18) and Lemma 1 1), we have $|C_{n}(\theta)| \leq (\varepsilon^{n} - 1 + n^{-3/2}) \sum_{k=1}^{n} c(1 + \left| X_{t_{k-1}} \right|^c)$ which converges to 0 in $\mathbb{P}$-probability.

Finally, it remains to prove the tightness of $M_{n}(\cdot)$. For this it is sufficient to show that (see Theorem 20 in Appendix I of Ibragimov & Has’minskii (1981) or Lemma 3.1 of Yoshida (1992)):

\[
\mathbb{E}\left[ \sum_{k=1}^{n} \varpi_{k,n}(\theta) \right]^{2l} \leq c
\]

\[
\mathbb{E}\left[ \sum_{k=1}^{n} \varpi_{k,n}(\theta_{1}) - \sum_{k=1}^{n} \varpi_{k,n}(\theta_{2}) \right]^{2l} \leq c \left| \theta_{1} - \theta_{2} \right|^{2l}
\]

for any $\theta, \theta_{1}, \theta_{2} \in \Theta$ and $2l$ an even integer greater than the dimension $p + q$ of the parameter space $\Theta$.

We only give details for the proof of (21) since the other one may be proved similarly. Using Rosenthal’s inequality for martingales (see Burkholder (1973), Hall & Heyde (1980)), we have:

\[
\mathbb{E}\left[ \sum_{k=1}^{n} \varpi_{k,n}(\theta_{1}) - \varpi_{k,n}(\theta_{2}) \right]^{2l} \leq c \mathbb{E}\left[ \left( \sum_{k=1}^{n} \mathbb{E}\left[ \left| \varpi_{k,n}(\theta_{1}) - \varpi_{k,n}(\theta_{2}) \right|^{2} \mid G_{k-1}^{n} \right] \right)^{l} + \left( \sum_{k=1}^{n} \left| \varpi_{k,n}(\theta_{1}) - \varpi_{k,n}(\theta_{2}) \right|^{2l} \right) \right]
\]

Using Lemma 1 5) and the Lipschitz condition (19), we can prove that

\[
\forall M, \quad \mathbb{E}\left[ \left| \varpi_{k,n}(\theta_{1}) - \varpi_{k,n}(\theta_{2}) \right|^{M} \mid G_{k-1}^{n} \right] \leq c n^{-M/2} \left| \theta_{1} - \theta_{2} \right|^{M} (1 + \left| X_{t_{k-1}} \right|^c).
\]

Using this bound, in (22) with $M = 2$ and $M = 2l$, and the fact that $X_{t}$ has finite moments, gives (21).

□
Lemma 5. Assume \[A1\], \[A2\], \[A3'\], \[A5\], \[B\], \[C1'\] and let \( f \in \mathcal{C}_\infty^\infty(R^d \times \Theta, R) \). Then we have the convergence, uniform with respect to \( \theta \), in \( \mathbb{P} \)-probability:

\[
\varepsilon^{-2} \sum_{k=1}^{n} f(X_{t_{k-1}}, \theta)P_k^i(\alpha_0)P_k^j(\alpha_0) \xrightarrow{n \to \infty, \varepsilon \to 0} \int_0^1 f(X_s^0, \theta)[\sigma^{*}]^{i,j}(X_s^0, \beta_0)ds.
\]

Proof. We follow the scheme of proof of Lemma 3 in Sørensen & Uchida (2003) (see Lemma 9 from Genon–Catalot & Jacod (1993) too). It is sufficient to prove the three following facts:

1. \[
\varepsilon^{-2} \sum_{k=1}^{n} \mathbb{E} \left[ f(X_{t_{k-1}}, \theta)P_k^i(\alpha_0)P_k^j(\alpha_0) \mid \mathcal{G}_{k-1}^n \right] \xrightarrow{\mathbb{P}} \int_0^1 f(X_s^0, \theta)[\sigma^{*}]^{i,j}(X_s^0, \beta_0)ds,
\]

2. \[
\varepsilon^{-4} \sum_{k=1}^{n} \mathbb{E} \left[ f^2(X_{t_{k-1}}, \theta) \left( P_k^i(\alpha_0)P_k^j(\alpha_0) \right)^2 \mid \mathcal{G}_{k-1}^n \right] \xrightarrow{\mathbb{P}} 0,
\]

3. \[
\sup_{\varepsilon,n} \mathbb{E} \left[ \sup_{\theta} \frac{\partial}{\partial \theta} \sum_{k=1}^{n} \varepsilon^{-2} f(X_{t_{k-1}}, \theta)P_k^i(\alpha_0)P_k^j(\alpha_0) \right] < \infty.
\]

The first point is shown by using first Lemma 1 2) and then Lemma 4 1). The second and third points follows from Lemma 1 5). □

We end this section by the following lemma used in the proof of Proposition 1.

Lemma 6. Let \( K \) and \( \mathcal{U} \) be as in the proof of Proposition 1. Then there exist smooth functions \( b' \) and \( \sigma' \) such that:

1. \( \forall x \in K, \forall \alpha \in \overline{\Theta}_\alpha, b'(x, \alpha) = b(x, \alpha) \) and \( b' \) has compact support
2. \( \forall x \in K, \forall \beta \in \overline{\Theta}_\beta, \sigma'(x, \beta) = \sigma(x, \beta); \inf_{x \in \mathbb{R}^d, \beta \in \overline{\Theta}_\beta} \det \sigma' \sigma'^* (x, \beta) > 0 \) and \( \sigma' \) is constant except on some compact set.

Proof. The construction of \( b' \) is immediate by multiplication of \( b \) by a smooth function \( \psi_K(x) \) equal to 1 on \( K \) with compact support. For 2), using that \( \mathcal{U} \times \overline{\Theta}_\beta \subset \mathbb{R}^d \times \overline{\Theta}_\beta \) are two convex sets, there exists a smooth retraction \( \phi(t, x, \beta) : [0, 1] \times \mathbb{R}^d \times \overline{\Theta}_\beta \) such that \( \phi(1, x, \beta) = (x, \beta) \) and \( \phi(0, x, \beta) = (\overline{x}, \overline{\beta}) \) is some fixed element of \( \mathcal{U} \times \overline{\Theta}_\beta \) and for all \( t \in [0, 1] \), \( \phi(t, \mathcal{U} \times \overline{\Theta}_\beta) \subset \mathcal{U} \times \overline{\Theta}_\beta \). Let \( \psi_{K,\mathcal{U}} \) be a smooth function with compact support on \( \mathbb{R}^d \), equal to 1 on \( K \), and vanishing on \( \mathbb{R}^d - \mathcal{U} \). We set \( \sigma'(x, \beta) = \sigma(\phi(\psi_{K,\mathcal{U}}(x), x, \beta)) \), which by \[A3\] satisfies 2). □
4.3. Properties of \( \tilde{\delta}_n \). First, we compare \( n\tilde{\delta}_n(x, \alpha) \) with \( b(x, \alpha) \).

**Proposition 2.** 1) Assume \([A2]\), then the flow \((\xi_t(x, \alpha))_{t \geq 0}\) is well defined and is smooth on \( \mathbb{R}^d \times \Theta_\alpha \). Further the functions \( n\tilde{\delta}_n \) and all their derivatives with respect to \( \alpha \) are bounded independently of \( n \) on compact subsets of \( \mathbb{R}^d \times \Theta_\alpha \).

2) Assume \([A2]\) and \([A3']\), then the sequence \( n\tilde{\delta}_n \) converges to \( b \) uniformly:

\[
\sup_{x \in \mathbb{R}^d, \alpha \in \Theta_\alpha} \left| n\tilde{\delta}_n(x, \alpha) - b(x, \alpha) \right| \leq cn^{-1},
\]

and a similar bound holds for all derivatives of order \( \leq 2 \) with respect to \( \alpha \) of \( \tilde{\delta}_n \) and \( b \).

**Proof.** Using well known results on the dependence of solution of an ordinary differential equation on a parameter (see for instance Walter (1998) p.151), all the derivatives of \( \xi(x, \alpha) \) with respect to \( x \) and \( \alpha \) exist and they satisfy the differential equation obtain by formal differentiation of (3). Since, using (3), we have

\[
n\tilde{\delta}_n(x, \alpha) = n \int_0^1 b(\xi(x, \alpha)s, \alpha)ds,
\]

point 1) follows.

Now under \([A3']\), we have \( \sup_{x, \alpha} |\xi(x, \alpha)_s - x| \leq cs \), and we deduce from (23) that

\[
\sup_{x \in \mathbb{R}^d, \alpha \in \Theta_\alpha} \left| n\tilde{\delta}_n(x, \alpha) - b(x, \alpha) \right| \leq cn^{-1}.
\]

To show that an analogous bound hold for the derivatives, we write

\[
\frac{\partial (n\tilde{\delta}_n)}{\partial \alpha}(x, \alpha) = n \int_0^{\frac{1}{n}} \frac{\partial b}{\partial \alpha}(\xi(x, \alpha)s, \alpha)ds + n \int_0^{\frac{1}{n}} \frac{\partial b}{\partial x}(\xi(x, \alpha)s, \alpha) \frac{\partial \xi}{\partial \alpha}(x, \alpha)_s ds.
\]

Then using that \( \frac{\partial \xi}{\partial \alpha}(x, \alpha)_0 = 0 \), and hence that \( \left| \frac{\partial \xi}{\partial \alpha}(x, \alpha)_s \right| \leq cs \) we deduce

\[
\sup_{x \in \mathbb{R}^d, \alpha \in \Theta_\alpha} \left| \frac{\partial (n\tilde{\delta}_n)}{\partial \alpha}(x, \alpha) - \frac{\partial b}{\partial \alpha}(x, \alpha) \right| \leq cn^{-1}.
\]

By differentiating (23) twice, we deduce similarly the approximation for the second order derivatives. \( \square \)
Remark that by 1) in the previous proposition, we see that the choice $\delta_n = \tilde{\delta}_n$ satisfies the condition [C2]. Note too that if we choose $\delta_n$ so that it satisfies [C1'], then, by 2) of the above proposition, we can deduce the following lemma.

**Lemma 7.** Assume [A2], [A3'], [C1'] then the sequence $n\delta_n$ converges uniformly to $b$: $\sup_{x \in \mathbb{R}^d, \alpha \in \Theta_n} |n\delta_n(x, \alpha) - b(x, \alpha)| \leq c(n^{-1} + \varepsilon n^{-1/2})$, and a similar bound holds for all derivatives of order $\leq 2$ with respect to $\alpha$.

4.4. **Proof of Theorem 1.** Let us introduce the following quantities that we will use in the proof:

\[
U_1(\alpha, \alpha_0, \beta) = \int_0^1 (b(X_s^0, \alpha) - b(X_s^0, \alpha_0))^* [\sigma \sigma^*]^{-1}(X_s^0, \beta) (b(X_s^0, \alpha) - b(X_s^0, \alpha_0)) ds
\]

\[
U_2(\beta, \beta_0) = \int_0^1 \log \det [\sigma \sigma^*](X_s^0, \beta) [\sigma \sigma^*]^{-1}(X_s^0, \beta_0) ds + \int_0^1 \text{tr} \left( [\sigma \sigma^*](X_s^0, \beta) [\sigma \sigma^*]^{-1}(X_s^0, \beta_0) \right) ds - d.
\]

We rewrite the expression of the contrast function (7) in a more convenient form (and use the fact that under [A3'] we can suppress $|\{Z > 0\}$):

\[
U_{\varepsilon,n}(\theta) = \sum_{k=1}^n \log \det \Xi_{k-1}(\beta) + \varepsilon^{-2} \sum_{k=1}^n P_k^*(\alpha_0) \Xi_{k-1}(\beta)^{-1} P_k(\alpha_0)
\]

\[
+ \varepsilon^{-2} \sum_{k=1}^n (\delta_n(X_{t_k-1}, \alpha_0) - \delta_n(X_{t_k-1}, \alpha))^* \Xi_{k-1}(\beta) (\delta_n(X_{t_k-1}, \alpha_0) - \delta_n(X_{t_k-1}, \alpha))
\]

\[
+ 2\varepsilon^{-2} \sum_{k=1}^n (\delta_n(X_{t_k-1}, \alpha_0) - \delta_n(X_{t_k-1}, \alpha))^* \Xi_{k-1}(\beta) P_k(\alpha_0).
\]

4.4.1. **Consistency of the estimator.** 1st step. We prove the consistency for the drift parameter. For this, repeating the arguments of Theorem 1 in Sørensen & Uchida (2003), it is sufficient to show the following convergence uniformly with respect to $(\alpha, \beta)$:

\[
\varepsilon^2 \{U_{\varepsilon,n}(\alpha, \beta) - U_{\varepsilon,n}(\alpha_0, \beta) \} \xrightarrow{n \to \infty, \varepsilon \to 0} U_1(\alpha, \alpha_0, \beta).
\]
By the expression of the contrast function, we have

\[
\varepsilon^2 \{ U_{\varepsilon,n}(\alpha, \beta) - U_{\varepsilon,n}(\alpha_0, \beta) \} = n^{-1} \sum_{k=1}^{n} (n\delta_n(X_{t_{k-1}}, \alpha_0) - n\delta_n(X_{t_{k-1}}, \alpha))^* \Xi_{k-1}^{-1}(\beta)(n\delta_n(X_{t_{k-1}}, \alpha_0) - n\delta_n(X_{t_{k-1}}, \alpha))
\]

\[
+ 2 \sum_{k=1}^{n} (n\delta_n(X_{t_{k-1}}, \alpha_0) - n\delta_n(X_{t_{k-1}}, \alpha))^* \Xi_{k-1}^{-1}(\beta)P_k(\alpha_0).
\]

Using Lemma 7 and [C2'], we may apply the results of Lemma 4 to the two sums above. This yields \( \varepsilon^2 \{ U_{\varepsilon,n}(\alpha, \beta) - U_{\varepsilon,n}(\alpha_0, \beta) \} \to U_1(\alpha, \alpha_0, \beta). \)

2nd step. We prove that \( \varepsilon^{-1}(\hat{\alpha}_{\varepsilon,n} - \alpha_0) \) is tight. This is needed before proving the consistency for the parameter \( \beta \). By consistency the probability of the event \( \{ \hat{\alpha}_{\varepsilon,n} \in \Theta_\alpha \} \) tends to 1, and on this event, by a first order expansion around \( (\alpha_0, \hat{\beta}_{\varepsilon,n}) \), we have

\[
0 = \frac{\partial}{\partial \alpha} U_{\varepsilon,n}(\hat{\alpha}_{\varepsilon,n}, \hat{\beta}_{\varepsilon,n}) = D_{\varepsilon,n} + N_{\varepsilon,n}(\hat{\alpha}_{\varepsilon,n} - \alpha_0),
\]

where \( D_{\varepsilon,n} = \frac{\partial}{\partial \alpha} U_{\varepsilon,n}(\alpha_0, \hat{\beta}_{\varepsilon,n}) \), and \( N_{\varepsilon,n} \) is the symmetric matrix

\[
N_{\varepsilon,n} = \int_0^1 \frac{\partial^2}{\partial \alpha^2} U_{\varepsilon,n}(\alpha_0 + t(\hat{\alpha}_{\varepsilon,n} - \alpha_0), \hat{\beta}_{\varepsilon,n}) dt.
\]

By simple computations,

\[
D_{\varepsilon,n} = -2\varepsilon^{-2} \sum_{k=1}^{n} P^*_k(\alpha_0) \Xi_{k-1}^{-1}(\hat{\beta}_{\varepsilon,n}) \frac{\partial(n\delta_n)}{\partial \alpha}(X_{t_{k-1}}, \alpha_0).
\]

Using Lemma 4 2),

\[
\sup_{\beta} \varepsilon^{-1} \left| \sum_{k=1}^{n} P^*_k(\alpha_0) \Xi_{k-1}^{-1}(\beta) \frac{\partial(n\delta_n)}{\partial \alpha}(X_{t_{k-1}}, \alpha_0) \right|
\]

is bounded in \( \mathbb{P} \)-probability. Thus \( (\varepsilon D_{\varepsilon,n})_{\varepsilon,n} \) is a tight sequence.
We now focus on $N_{\varepsilon,n}$. The second order derivative with respect to $\alpha$ of the contrast function is given by

$$
\frac{\partial^2}{\partial \alpha_i \partial \alpha_j} U_{\varepsilon,n}(\alpha, \beta) =
-2\varepsilon^{-2}n^{-1} \sum_{k=1}^{n} \frac{\partial^2(n\delta_n)}{\partial \alpha_i \partial \alpha_j} (X_{t_{k-1}}, \alpha)^{-1}(X_{t_{k-1}}, \alpha) \left\{ n\delta_n(X_{t_{k-1}}, \alpha_0) - n\delta_n(X_{t_{k-1}}, \alpha) \right\}
+2\varepsilon^{-2}n^{-1} \sum_{k=1}^{n} \frac{\partial(n\delta_n)}{\partial \alpha_i} (X_{t_{k-1}}, \alpha)^{-1}(X_{t_{k-1}}, \alpha) \frac{\partial(n\delta_n)}{\partial \alpha_j} (X_{t_{k-1}}, \alpha)
-2\varepsilon^{-2} \sum_{k=1}^{n} P_k(\alpha_0)^{-1}(X_{t_{k-1}}, \alpha) \frac{\partial^2(n\delta_n)}{\partial \alpha_i \partial \alpha_j} (X_{t_{k-1}}, \alpha).
$$

Again, application of Lemma 4 gives that $\varepsilon^2 \frac{\partial^2 U_{\varepsilon,n}}{\partial \alpha_i \partial \alpha_j}(\alpha, \beta)$ converges to

$$
-2 \int_0^1 \frac{\partial^2 b}{\partial \alpha_i \partial \alpha_j}(X_0^s, \alpha)^*[\sigma \sigma^*]^{-1}(X_0^s, \beta) \left\{ b(X_0^s, \alpha_0) - b(X_0^s, \alpha) \right\} ds
+2 \int_0^1 \frac{\partial b}{\partial \alpha_i}(X_0^s, \alpha)^*[\sigma \sigma^*]^{-1}(X_0^s, \beta) \frac{\partial b}{\partial \alpha_j}(X_0^s, \alpha) ds,
$$

and by [A3] and the positivity of $I_b(\theta_0)$, we deduce that

$$
\inf_{\beta \in \Theta} \det \left( \int_0^1 \frac{\partial b}{\partial \alpha_i}(X_0^s, \alpha_0)^*[\sigma \sigma^*]^{-1}(X_0^s, \beta) \frac{\partial b}{\partial \alpha_j}(X_0^s, \alpha_0) ds \right)_{1 \leq i, j \leq p} 
\geq c \det \left( \int_0^1 \frac{\partial b}{\partial \alpha_i}(X_0^s, \alpha_0)^*[\sigma \sigma^*]^{-1}(X_0^s, \beta) \frac{\partial b}{\partial \alpha_j}(X_0^s, \alpha_0) ds \right)_{1 \leq i, j \leq p} > 0.
$$

Then the consistency of $\hat{\alpha}_{\varepsilon,n}$ implies that $\mathbb{P}(|\det(\varepsilon^2 N_{\varepsilon,n})| > 0)$ tends to one. Thus, we get, on some event with arbitrarily large probability, that $\varepsilon^{-1}(\hat{\alpha}_{\varepsilon,n} - \alpha) = -\varepsilon^{-1}(\varepsilon^2 N_{\varepsilon,n})^{-1} \varepsilon D_{\varepsilon,n}$, and hence the sequence is tight.

3rd step. We prove the consistency for the diffusion parameter. Again by a repetition of the arguments in Sørensen & Uchida (2003) it is sufficient to show the following convergence uniformly with respect to $\beta$:

$$
n^{-1} \left\{ U_{\varepsilon,n}(\hat{\alpha}_{\varepsilon,n}, \beta) - U_{\varepsilon,n}(\hat{\alpha}_{\varepsilon,n}, \beta_0) \right\} \xrightarrow{n \to \infty, \varepsilon \to 0} U_2(\beta, \beta_0).$$
Using the expression of the contrast function, we have:

\[
\begin{align*}
& n^{-1}\{U_{\varepsilon,n}(\hat{\alpha}_{\varepsilon,n}, \beta) - U_{\varepsilon,n}(\alpha_0, \beta)\} = n^{-1}\sum_{k=1}^{n} \log \det \Xi_{k-1}(\beta) \Xi_{k-1}^{-1}(\beta_0) \\
& \quad + \varepsilon^{-2} \sum_{k=1}^{n} P_k(\alpha_0) \Xi_{k-1}^{-1}(\beta) P_k(\alpha_0) - \varepsilon^{-2} \sum_{k=1}^{n} P_k(\alpha_0) \Xi_{k-1}^{-1}(\beta_0) P_k(\alpha_0) \\
& \quad + \Lambda^{(1)}(\hat{\alpha}_{\varepsilon,n}, \alpha_0, \beta) + \Lambda^{(2)}(\hat{\alpha}_{\varepsilon,n}, \alpha_0, \beta) - \Lambda^{(1)}(\hat{\alpha}_{\varepsilon,n}, \alpha_0, \beta_0) - \Lambda^{(2)}(\hat{\alpha}_{\varepsilon,n}, \alpha_0, \beta_0)
\end{align*}
\]

where

\[
(25) \quad \Lambda^{(1)}(\alpha, \alpha_0, \beta) = \varepsilon^{-2} n^{-2} \sum_{k=1}^{n} \{n\delta_n(X_{t_{k-1}}, \alpha_0) - n\delta_n(X_{t_{k-1}}, \alpha)\} \Xi_{k-1}^{-1}(\beta) \{n\delta_n(X_{t_{k-1}}, \alpha_0) - n\delta_n(X_{t_{k-1}}, \alpha)\},
\]

and

\[
(26) \quad 2\varepsilon^{-2} n^{-1} \sum_{k=1}^{n} P_k(\alpha_0) \Xi_{k-1}^{-1}(\beta) \{n\delta_n(X_{t_{k-1}}, \alpha_0) - n\delta_n(X_{t_{k-1}}, \alpha)\}.
\]

Using that \(n\delta_n\) is Lipschitz and \([A3']\), we have \(|\Lambda^{(1)}(\alpha, \alpha_0, \beta)| \leq cn^{-1}\varepsilon^{-2} |\alpha - \alpha_0|^2\) and \(|\Lambda^{(2)}(\alpha, \alpha_0, \beta)| \leq cn^{-1}\varepsilon^{-2} |\alpha - \alpha_0| \sum_{k=1}^{n} |P_k(\alpha_0)|\). Thus using the tightness of \(\varepsilon^{-1} |\alpha - \hat{\alpha}_{\varepsilon,n}|\) and Lemma 15), we deduce that the four last terms in the expansion of \(n^{-1}\{U_{\varepsilon,n}(\hat{\alpha}_{\varepsilon,n}, \beta) - U_{\varepsilon,n}(\alpha_0, \beta_0)\}\) tends to 0 uniformly. Now using Lemmas 41) and 5, we deduce that the three first terms in this expansion converge to \(U_2(\beta, \beta_0)\).

4.4.2. Asymptotic normality of the estimator. We consider the derivatives of the contrast function:

\[
\Gamma_{\varepsilon,n}(\beta_0) = \left( -\frac{\partial}{\partial \alpha} U_{\varepsilon,n}(\beta) \right)_{1 \leq i \leq p} \left( -\frac{1}{\sqrt{n}} \left( \frac{\partial}{\partial \beta} U_{\varepsilon,n}(\beta) \right) \right)_{1 \leq i \leq q}
\]

and

\[
C_{\varepsilon,n}(\beta) = \left( \frac{\varepsilon^2}{\sqrt{n}} \left( \frac{\partial^2}{\partial \alpha_1 \partial \alpha_j} U_{\varepsilon,n}(\beta) \right)_{1 \leq i \leq p} \right) \left( \frac{\varepsilon}{\sqrt{n}} \left( \frac{\partial^2}{\partial \beta_1 \partial \beta_j} U_{\varepsilon,n}(\beta) \right) \right)_{1 \leq i \leq p, 1 \leq j \leq q}
\]

\[
\left( \frac{\varepsilon^2}{\sqrt{n}} \left( \frac{\partial^2}{\partial \alpha_i \partial \alpha_j} U_{\varepsilon,n}(\beta) \right) \right)_{1 \leq i \leq p, 1 \leq j \leq q} \left( \frac{1}{n} \left( \frac{\partial^2}{\partial \beta_i \partial \beta_j} U_{\varepsilon,n}(\beta) \right) \right)_{1 \leq i \leq p, 1 \leq j \leq q}.
\]
Following the proof of Theorem 1 in Sørensen & Uchida (2003), the asymptotic normality follows from the two following properties:

\( \Gamma_{\varepsilon,n}(\theta_0) \xrightarrow{\text{law}} N(0, 4I(\theta_0)) \),

(27)

\[
\sup_{t \in [0,1]} | C_{\varepsilon,n}(\theta_0 + t(\hat{\theta}_{\varepsilon,n} - \theta_0)) - 2I(\theta_0) | \xrightarrow{p} 0.
\]

(28)

First, we prove (27). For this we compute,

\[
-\varepsilon \frac{\partial U_{\varepsilon,n}}{\partial \alpha_i}(\theta_0) = 2 \varepsilon^{-1} \sum_{k=1}^{n} P_k^*(\alpha_0) \Xi_{k-1}^{-1}(\beta_0) \frac{\partial (n\delta_n)}{\partial \alpha_i}(X_{t^*_n, \alpha_0}).
\]

Using Lemma 7 and Lemma 15), we may write

\[
-\varepsilon \frac{\partial U_{\varepsilon,n}}{\partial \alpha_i}(\theta_0) = \sum_{k=1}^{n} \xi_k^i(\theta_0) + O_{L^1}(\varepsilon + n^{-1/2})
\]

where

\[
\xi_k^i(\theta_0) = 2 \varepsilon^{-1} P_k^*(\alpha_0) \Xi_{k-1}^{-1}(\beta_0) \frac{\partial b}{\partial \alpha_i}(X_{t^*_n, \alpha_0}).
\]

Differentiation of the contrast function with respect to \( \beta_j \) yields,

\[
-\frac{1}{2} \frac{\partial U_{\varepsilon,n}}{\partial \beta_j}(\theta_0) = \eta_j^k(\theta_0),
\]

(29)

where

\[
\eta_j^k(\theta_0) = n^{-1/2} \text{tr} \left( \Xi_{k-1}^{-1}(\beta_0) \frac{\partial \Xi_{k-1}^{-1}}{\partial \beta_j}(\beta_0) \right) - \varepsilon^{-2} n^{1/2} P_k^*(\alpha_0) \Xi_{k-1}^{-1}(\beta_0) \frac{\partial \Xi_{k-1}}{\partial \beta_j}(\beta_0) \Xi_{k-1}^{-1}(\beta_0) P_k(\alpha_0).
\]

We know by Theorem 3.2 and 3.4 in Hall & Heyde (1980) that to obtain (27) it is sufficient show the following results on convergence in \( \mathbb{P} \)-probability

\[
\sum_{k=1}^{n} \mathbb{E} \left[ \xi_k^i(\theta_0) \mid G_{k-1}^n \right] \rightarrow 0
\]

(30)

\[
\sum_{k=1}^{n} \mathbb{E} \left[ \eta_k^j(\theta_0) \mid G_{k-1}^n \right] \rightarrow 0
\]

(31)

\[
\sum_{k=1}^{n} \mathbb{E} \left[ \xi_k^{i_1}(\theta_0) \xi_k^{i_2}(\theta_0) \mid G_{k-1}^n \right] \rightarrow 4I_{b^{i_1,i_2}}(\theta_0)
\]

(32)

\[
\sum_{k=1}^{n} \mathbb{E} \left[ \eta_k^{j_1}(\theta_0) \eta_k^{j_2}(\theta_0) \mid G_{k-1}^n \right] \rightarrow 4I_{\sigma^{j_1,j_2}}(\theta_0)
\]

(33)
\[
\sum_{k=1}^{n} \mathbb{E} \left[ \xi_k^i(\theta_0) \eta_k^j(\theta_0) \mid G_{k-1}^n \right] \to 0
\]
\[
\sum_{k=1}^{n} \mathbb{E} \left[ (\xi_k^i(\theta_0))^2 \mid G_{k-1}^n \right] \to 0
\]
\[
\sum_{k=1}^{n} \mathbb{E} \left[ (\eta_k^j(\theta_0))^2 \mid G_{k-1}^n \right] \to 0
\]
Theses seven properties follow from the expressions of \( \xi_k^i(\theta_0), \eta_k^j(\theta_0) \), Lemma 1 and Lemma 4.1; we omit the detailed proof.

Finally we show (28). For this, note that we have already shown in the 2nd step of Section 4.4.1 that
\[
\varepsilon \sup_{t \in [0,1]} \left| C_{\varepsilon,n}(\theta_0 + t(\hat{\theta}_{\varepsilon,n} - \theta_0))^{i,j} - 2I(\theta_0)^{i,j} \right|_{\mathbb{P}} \to 0 , \text{ for } 1 \leq i, j \leq p.
\]
We now focus on the mixed term, for which we need to show that
\[
(29) \sup_{t \in [0,1]} \left| \frac{\varepsilon}{\sqrt{n}} \frac{\partial^2}{\partial \alpha_i \partial \beta_j} U_{\varepsilon,n}(\theta_0 + t(\hat{\theta}_{\varepsilon,n} - \theta_0)) \right|_{\mathbb{P}} \to 0.
\]
However, by the expression of the contrast, we compute
\[
\frac{\varepsilon}{\sqrt{n}} \frac{\partial^2}{\partial \alpha_i \partial \beta_j} U_{\varepsilon,n}(\theta) = -2\varepsilon^{-1} n^{-2} \sum_{k=1}^{n} P_k(\alpha_0)^* \frac{\partial (\varepsilon_k)}{\partial \beta_j}(\beta) \frac{\partial (n\delta_n)}{\partial \alpha_i} (X_{t_{k-1}}, \alpha)
\]
\[
-2\varepsilon^{-1} n^{-2} \sum_{k=1}^{n} \frac{\partial (n\delta_n)}{\partial \alpha_i} (X_{t_{k-1}}, \alpha)^* \frac{\partial (\varepsilon_k)}{\partial \beta_j}(\beta) \{ n\delta_n (X_{t_{k-1}, \alpha}) - n\delta_n (X_{t_{k-1}, \alpha}) \}
\]
Using Lemma 4.2, the first sum tends to 0 in \( \mathbb{P} \)-probability, uniformly with respect to \( \theta \). Using the Lipschitz condition on \( n\delta_n \), the second sum above is bounded by \( cn^{-1/2} \left| \alpha - \alpha_0 \right| \varepsilon^{-1} \). Thus its contribution is negligible by the tightness of \( |\hat{\alpha}_{\varepsilon,n} - \alpha_0| \varepsilon^{-1} \).
Hence (29) follows.

For the derivatives with respect to \( \beta \), direct computation and application of Lemmas 4.1 and 5 gives (recall (25)–(26) too):
\[
\frac{1}{n} \frac{\partial^2 U_{\varepsilon,n}}{\partial \beta_i \partial \beta_j}(\theta) = C(\beta, \beta_0)^{i,j} + o_P(1) + \frac{\partial^2 \Lambda^{(1)}}{\partial \beta_i \partial \beta_j}(\alpha, \alpha_0, \beta) + \frac{\partial^2 \Lambda^{(2)}}{\partial \beta_i \partial \beta_j}(\alpha, \alpha_0, \beta)
\]
where, with $\gamma = \sigma \sigma^*$,

$$C(\beta_0, \beta_0)_{i,j} = \int_0^1 \text{tr} \left( \gamma^{-1} \partial^2_{\beta_i, \beta_j} (\gamma)(X^0_s, \theta) \right) ds$$

$$- \int_0^1 \text{tr} \left( \gamma^{-1} \partial_{\beta_i} (\gamma) \gamma^{-1} \partial_{\beta_j} (\gamma)(X^0_s, \theta) \right) ds$$

$$- \int_0^1 \text{tr} \left( (\gamma^{-1} \partial^2_{\beta_i, \beta_j} (\gamma) \gamma^{-1})(X^0_s, \theta) \gamma(X^0_s, \theta_0) \right) ds$$

$$+ \int_0^1 \text{tr} \left( (\gamma^{-1} \partial_{\beta_i} (\gamma) \gamma^{-1} \partial_{\beta_j} (\gamma) \gamma^{-1})(X^0_s, \theta) \gamma(X^0_s, \theta_0) \right) ds$$

Note that $C(\beta_0, \beta_0)_{i,j} = 2I^n_{i,j}(\theta_0)$. Moreover, using [A3'], [C2'] and (25), we obtain

$$\left| \partial^2_{\alpha, \alpha_0} (\alpha, \alpha_0, \beta) \right| \leq cn^{-1} \varepsilon^{-1} |\alpha - \alpha_0|^2;$$

and using Lemma 5, we have

$$\left| \partial^2_{\alpha, \alpha_0} (\alpha, \alpha_0, \beta) \right| \leq O_L(n^{-1/2}) \varepsilon^{-1} |\alpha - \alpha_0|.$$ This is sufficient, with the tightness of $\varepsilon^{-1} |\hat{\alpha}_{\varepsilon,n} - \alpha_0|$, to conclude (28).
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### Table 1. mean (s.d.) of the simulated estimator values ($\mu_1 = \mu_2 = m = \kappa_1^2 = \kappa_2^2 = 1$, $\rho = 0.3$, $\varepsilon = 0.01$)

<table>
<thead>
<tr>
<th></th>
<th>$n = 10$</th>
<th>$n = 20$</th>
<th>$n = 50$</th>
<th>$n = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\mu}_1$</td>
<td>1.000 (0.01)</td>
<td>1.000 (0.01)</td>
<td>1.000 (0.01)</td>
<td>1.007 (0.01)</td>
</tr>
<tr>
<td>$\hat{\mu}_2$</td>
<td>1.006 (0.13)</td>
<td>0.998 (0.13)</td>
<td>1.005 (0.13)</td>
<td>0.997 (0.12)</td>
</tr>
<tr>
<td>$\hat{m}$</td>
<td>0.996 (0.04)</td>
<td>0.996 (0.04)</td>
<td>0.997 (0.04)</td>
<td>0.993 (0.04)</td>
</tr>
<tr>
<td>$\hat{\kappa}_1^2$</td>
<td>0.94 (0.43)</td>
<td>0.95 (0.30)</td>
<td>0.98 (0.19)</td>
<td>0.99 (0.14)</td>
</tr>
<tr>
<td>$\hat{\kappa}_2^2$</td>
<td>0.73 (0.27)</td>
<td>0.87 (0.29)</td>
<td>0.93 (0.18)</td>
<td>0.96 (0.13)</td>
</tr>
<tr>
<td>$\hat{\rho}$</td>
<td>0.392 (0.25)</td>
<td>0.34 (0.18)</td>
<td>0.31 (0.12)</td>
<td>0.30 (0.08)</td>
</tr>
</tbody>
</table>

### Table 2. mean (s.d.) of the simulated estimator values ($\mu_1 = \mu_2 = m = \kappa_1^2 = \kappa_2^2 = 1$, $\rho = 0.3$, $\varepsilon = 0.1$)

<table>
<thead>
<tr>
<th></th>
<th>$n = 10$</th>
<th>$n = 20$</th>
<th>$n = 50$</th>
<th>$n = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\mu}_1$</td>
<td>0.994 (0.10)</td>
<td>0.998 (0.10)</td>
<td>1.000 (0.10)</td>
<td>0.999 (0.10)</td>
</tr>
<tr>
<td>$\hat{\mu}_2$</td>
<td>1.72 (1.19)</td>
<td>1.71 (1.26)</td>
<td>1.83 (1.21)</td>
<td>1.79 (1.25)</td>
</tr>
<tr>
<td>$\hat{m}$</td>
<td>0.94 (0.35)</td>
<td>0.93 (0.36)</td>
<td>0.97 (0.34)</td>
<td>0.96 (0.34)</td>
</tr>
<tr>
<td>$\hat{\kappa}_1^2$</td>
<td>0.92 (0.43)</td>
<td>0.95 (0.30)</td>
<td>0.98 (0.19)</td>
<td>0.99 (0.14)</td>
</tr>
<tr>
<td>$\hat{\kappa}_2^2$</td>
<td>0.73 (0.36)</td>
<td>0.85 (0.28)</td>
<td>0.92 (0.19)</td>
<td>0.96 (0.13)</td>
</tr>
<tr>
<td>$\hat{\rho}$</td>
<td>0.38 (0.24)</td>
<td>0.34 (0.19)</td>
<td>0.31 (0.12)</td>
<td>0.31 (0.09)</td>
</tr>
</tbody>
</table>

### Table 3. mean (s.d.) of the simulated estimator values ($\mu_1 = -0.125$, $\mu_2 = 5.7$, $m = 2$, $\kappa_1^2 = 25$, $\kappa_2^2 = 450$, $\rho = 0$)

<table>
<thead>
<tr>
<th></th>
<th>$\hat{\mu}_1$</th>
<th>$\hat{\mu}_2$</th>
<th>$\hat{m}$</th>
<th>$\hat{\rho}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.065 (0.53)</td>
<td>10.02 (4.9)</td>
<td>2.06 (0.56)</td>
<td>0.013 (0.06)</td>
</tr>
<tr>
<td>$\hat{\kappa}_1^2$</td>
<td>24.9 (2.1)</td>
<td>437 (33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\kappa}_2^2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>